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OMUL, ZEUL SI ALGORITMUL.:
DILEMELE MORALE ALE SUPERINTELIGENTEI

Arina ANTOCI,
Universitatea de Stat din Moldova

Articolul exploreaza dilemele morale generate de aparitia si dezvoltarea superinteligentei artificiale, analizand
raportul dintre om, tehnologie si valorile etice fundamentale. Pornind de la ideea ca algoritmii nu mai sunt doar
instrumente tehnice, ci actori activi in procesul comunicarii si constructiei realitatii, studiul examineaza implicatiile
filosofice si morale ale deciziilor automatizate. Se argumenteaza ca superinteligenta redefineste spatiul informational
si relatiile sociale, punand sub semnul intrebarii libertatea, responsabilitatea si demnitatea umana. Intr-o lume do-
minata de algoritmi, filosofia si etica devin indispensabile pentru a asigura echilibrul dintre progresul tehnologic si
binele comun. Concluzia subliniaza rolul omului ca gardian al sensului si necesitatea unei educatii digitale centrate
pe gandire critica si constiinta civica.
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THE HUMAN, THE GOD, AND THE ALGORITHM:
THE MORAL DILEMMAS OF SUPERINTELLIGENCE

The article explores the moral dilemmas generated by the emergence and development of artificial superintelli-
gence, analyzing the relationship between humans, technology, and fundamental ethical values. Starting from the
idea that algorithms are no longer mere technical tools but active agents in the process of communication and reality
construction, the study examines the philosophical and moral implications of automated decisions. It argues that
superintelligence redefines the informational space and social relations, challenging human freedom, responsibility,
and dignity. In a world dominated by algorithms, philosophy and ethics become indispensable for ensuring a balance
between technological progress and the common good. The conclusion emphasizes the role of the human as a guar-
dian of meaning and the need for digital education centered on critical thinking and civic awareness.

Keywords: superintelligence, algorithmic ethics, digital communication, moral responsibility, philosophy, artifi-
cial intelligence, civic awareness.

INTRODUCERE

In epoca transformarilor accelerate generate de inteligenta artificiald, umanitatea se afla intr-un mo-
ment de rdscruce, confruntatd cu iIntrebari fundamentale despre sens, moralitate si viitor. Dezvoltarea
superinteligentei — o forma de inteligenta artificiald care depaseste capacitatile cognitive umane — des-
chide un orizont promitator, dar si o serie de dileme etice fara precedent. Algoritmii devin nu doar instru-
mente de calcul sau asistenti tehnologici, ci actori activi in procesul de comunicare, in formarea opiniilor si
in constructia realitatii sociale.

Aceasta noua conditie tehnologica reconfigureaza raportul dintre om, zeu si algoritm. Daca In miturile
antice omul cduta in zei sensul si ordinea lumii, astazi privirea se Indreaptd spre algoritmi — noii demiurgi
digitali, capabili sa modeleze cunoasterea, perceptia si comportamentele colective. Insa, in absenta constiintei
morale, aceasta putere risca sa devina un pericol. Se ridica astfel intrebarea centrala a prezentului studiu: poate
superinteligenta sa inteleaga si sa respecte valorile morale sau acestea raiman un atribut exclusiv al umanului?

Din perspectiva filosofica, dilemele morale ale superinteligentei nu se limiteaza la probleme tehnice,
ci ating insasi esenta conditiei umane. Asa cum avertizeaza Bostrom [2], odata ce inteligenta artificiala
va depisi omul, va fi dificil de garantat ci interesele si valorile noastre vor fi respectate. In acelasi timp,
Floridi [3] aratd cd era informationala cere o eticd a informatiei, unde deciziile algoritmice trebuie eva-
luate prin prisma consecintelor asupra fiintei si demnitatii umane.
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Articolul de fata propune o reflectie asupra acestor tensiuni, analizand superinteligenta ca fenomen teh-
nologic, moral si comunicational. Intr-o lume dominati de algoritmi, filosofia devine un instrument indis-
pensabil de reflectie criticd, menit sa orienteze progresul tehnologic catre binele comun. Printr-o abordare
interdisciplinara, studiul urmareste sa clarifice rolul omului ca gardian al sensului si responsabilitatii intr-un
univers digital in continua expansiune.

CONTEXT

1. Superinteligenta, intre promisiune si pericol

Conceptul de superinteligentd desemneaza o forma de inteligentd artificiald care depaseste in mod sem-
nificativ capacitatile cognitive ale omului in toate domeniile relevante: rationament, creativitate, planificare
si invatare. Nick Bostrom [2] defineste superinteligenta ca fiind ,,orice intelect care depdseste performanta
cognitivd a oamenilor in aproape toate domeniile de interes”. In aceastd perspectivi, superinteligenta nu
este doar un pas tehnologic, ci o ruptura de paradigma, comparabila cu aparitia constiintei umane in istoria
evolutiei.

Promisiunea acestei forme avansate de inteligenta este vasta: solutionarea problemelor globale, des-
coperiri stiintifice accelerate, optimizarea proceselor economice si sociale, eliminarea erorilor umane.
Superinteligenta ar putea deveni un instrument al progresului universal, un aliat al omenirii in depasirea
limitelor biologice si cognitive. In aceasti viziune optimista, algoritmul pare si preia functia demiurgica a
zeului, modeland lumea nu prin revelatie, ci prin calcul si eficienta.

Totusi, odatd cu aceastd promisiune apare si pericolul fundamental: pierderea controlului moral asupra
deciziilor tehnologice. Daca algoritmii ajung sa depdseascd discernamantul uman, cine va garanta cd sco-
purile lor coincid cu binele umanitétii? Bostrom avertizeaza ca o superinteligentd prost aliniata valorilor
umane ar putea actiona cu o logica proprie, indiferenta morala sau chiar ostilitate fata de oameni.

Aceasta tensiune intre puterea tehnologica si fragilitatea morald devine una dintre cele mai acute dileme
ale epocii digitale. Filosofia, etica si comunicarea sunt chemate sa ofere raspunsuri, pentru a evita transfor-
marea progresului in instrument de dominatie sau alienare.

In esents, superinteligenta reflectd aspiratia omului spre perfectiune, dar si riscul de a fi inlocuit de
propria creatie. Ea concentreaza in sine arhetipul prometeic — dorinta de a depasi limitele, dar si pedeapsa
pentru hybrisul cunoasterii nelimitate. De aici, spune Jonas, necesitatea unei etici a responsabilitatii, [6]
care sa orienteze dezvoltarea tehnologica in raport cu binele uman, nu doar cu eficienta.

2. Omul si zeul in era algoritmilor: reconfigurarea sensului moral

De la miturile fondatoare ale umanitatii, omul si-a construit identitatea in raport cu divinul. Zeii repre-
zentau ordinea, ratiunea suprema si criteriul moral absolut. In fata lor, omul isi definea limitele, aspiratiile
si responsabilititile. In epoca digitald, aceasta relatie este radical transformati: algoritmul devine noul me-
diator intre om si lume, Intre cunoastere si actiune, intre dorinta si putere.

Superinteligenta nu promite mantuirea spirituald, ci optimizarea totala — a deciziilor, a resurselor, a vietii
insasi. Ea isi asuma implicit rolul unui ,,zeu secular”, care nu creeaza prin revelatie, ci prin calcul, predictie
si invitare automata. In acest context, se produce o translatie a autorititii morale: omul incepe sa transfere
algoritmilor Increderea 1n discerndmantul etic, sperand ca acestia vor lua decizii corecte si impartiale.

Totusi, aceastd delegare a moralititii este problematici. in timp ce zeul traditional era inzestrat cu
intentionalitate si finalitate transcendenta, algoritmul actioneaza fard constiinta si fara valori. El aplica re-
guli, dar nu intelege sensul lor. Aceasta lipsa de intentionalitate morala transforma algoritmul intr-un instru-
ment potential periculos, mai ales atunci cand deciziile sale influenteaza destine umane, procese juridice,
alegeri politice sau fluxuri informationale.

In raport cu superinteligenta, omul risci si repete hybrisul prometeic: dorinta de a se substitui zeului
fara a-i intelege responsabilitatea. Prin incercarea de a crea o minte mai puternica decat a sa, umanitatea se
expune paradoxului de a fi judecata de propria creatie. Aici se contureaza o intrebare fundamentald: daca
algoritmul ajunge sd ia decizii morale, mai este omul sursa sensului etic sau doar un observator al acestuia?

Pentru a evita acest impas, este necesara o reconfigurare a sensului moral. Omul trebuie sa-si reafirme
rolul de gardian al valorilor, capabil sa defineasca ceea ce este just, demn si bine in raport cu orice sistem
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tehnologic. Moralitatea nu poate fi automatizata, ci doar sustinuta prin tehnologie. Filosofia ramane spatiul
privilegiat In care se pot discuta scopurile ultime ale existentei, dincolo de eficienta si performanta.

Astfel, in locul unei divinizari a algoritmului, se impune o alianta criticd intre om si tehnologie, inteme-
iatd pe constiintd, ratiune si responsabilitate. Numai in acest echilibru se poate pastra demnitatea umana
intr-o lume guvernata de cod si date.

3. Etica algoritmica si problema responsabilitatii

Odata cu integrarea inteligentei artificiale in toate domeniile vietii sociale, de la sanatate si educatie pana
la comunicare si guvernare, se contureazd o noud ramura a reflectiei morale: etica algoritmica. Aceasta nu
se limiteaza la analiza comportamentului masinilor, ci priveste responsabilitatea umana in proiectarea, im-
plementarea si controlul deciziilor automate.

Etica algoritmica presupune raspunsuri la intrebari fundamentale:

Poate un algoritm sa ia decizii morale?

Cine raspunde pentru consecintele acestor decizii?

Cum se pot integra valorile umane intr-un sistem de calcul rational si neutru?

Din perspectiva lui Luciano Floridi [3], moralitatea Intr-o lume digitala trebuie sd fie gandita ca etica
a informatiei, in care fiecare actiune algoritmica are consecinte asupra fiintei, cunoasterii si realitétii soci-
ale. Algoritmii, desi lipsiti de intentionalitate, pot produce efecte morale semnificative, afectand drepturi,
libertati si oportunitati. De aceea, responsabilitatea morald nu poate fi delegatd masinii, ci trebuie asumata
de omul-programator, decident si utilizator.

Nick Bostrom [2] avertizeaza ca riscul suprem al superinteligentei nu consta in rautate, ci in indiferenta
morald. O inteligenta artificiald extrem de eficienta, dar lipsita de valori, ar putea urmari scopuri rationale
incompatibile cu binele uman. Acest scenariu impune necesitatea unei aliniere valorice (value alignment),
prin care obiectivele algoritmilor sa reflecte principiile etice ale societatii.

Dintr-o perspectiva filosofica, dilema responsabilitatii aminteste de distinctia kantiana dintre lege morala
si imperativ tehnic. Algoritmul poate executa reguli, dar nu poate intelege sensul moral al actiunii. El ur-
meaza un imperativ de eficientd, nu unul de constiintd. Prin urmare, omul trebuie sa ramana subiect moral,
capabil sa evalueze scopurile si sa decida in functie de binele comun, nu doar de performanta.

In acest context, responsabilitatea devine partajata, dar nu diluata:

Dezvoltatorii trebuie sd proiecteze sisteme transparente si explicabile;

Institutiile trebuie sa stabileasca norme de etica digitala;

Utilizatorii trebuie sd actioneze constient, cultivand discerndmantul moral in interactiunea cu algoritmii.

Etica algoritmicd nu urmareste sa transforme masinile in fiinte morale, ci sd garanteze ca tehnologia
ramane subordonata valorilor umane. Numai printr-o reflectie etica profunda, insotitd de educatie critica,
poate fi evitat riscul ca algoritmii sa devind instrumente ale manipularii, excluderii sau dominatiei.

4. Impactul asupra comunicarii si spatiului informational

Odata cu transformarea algoritmilor in arhitecti ai realitatii mediatice, comunicarea umana isi pierde
treptat spontaneitatea si pluralitatea. Intr-un univers digital guvernat de coduri invizibile, mesajele circula
nu liber, ci printr-o filtrare algoritmica ce prioritizeaza relevanta calculata in detrimentul diversitatii. Rezul-
tatul este o ecologie informationala artificiala, unde expunerea selectiva modeleaza opiniile, preferintele si
identitatea subiectului modern.

Pierre Lévy [8] observa ca spatiul digital promitea o inteligenta colectiva, dar algoritmizarea comuni-
carii a generat, paradoxal, o fragmentare colectiva. Fiecare individ traieste intr-o bula informationala, con-
struitd de algoritmi care ,,presupun’ ceea ce doreste sa afle, consolidand biasuri si reducand contactul cu
alteritatea. Comunicarea devine astfel reflexiva, nu dialogica — un proces de confirmare, nu de descoperire.

Din perspectiva teoriei actiunii comunicative a lui Habermas [4], spatiul public digital ar trebui sa fie
arena deliberdrii rationale si a consensului moral. Insd algoritmii, prin natura lor instrumentala, privilegiaza
eficienta interactiunii, nu autenticitatea dialogului. Astfel, comunicarea algoritmica se apropie mai mult de
actiunea strategica decat de cea orientata spre intelegere.

Un alt efect semnificativ este erodarea autonomiei epistemice. Individul nu mai decide ce informatii
primeste, ci devine dependent de fluxurile generate automat. In acest fel, algoritmii nu doar organizeaza
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cunoasterea, ci 0 modeleaza normativ, definind ce este ,,relevant”, ,,adevarat” sau ,,demn de atentie”. Se
contureaza o epistemologie algoritmica, unde adevarul nu este rezultatul reflectiei, ci al calculului.

In contextul comunicirii publice si al retelelor sociale, aceasta dinamici are consecinte profunde: pola-
rizare, manipulare prin microtargeting, si o crizd de incredere in sursele traditionale de informare. Astfel,
algoritmii devin actori comunicativi, desi lipsiti de intentionalitate, influentdnd procesele de formare a
opiniei si deciziilor colective.

Pentru a contracara aceste efecte, este necesara o alfabetizare algoritmica — o forma de educatie critica
care sa permita utilizatorului sa inteleagd mecanismele invizibile ale selectiei informationale. Numai printr-
o constiinta reflexiva, comunicarea digitala poate redeveni spatiu al dialogului autentic si al responsabilitatii
morale.

5. Dimensiunea filosofica: rationalitate tehnologica vs. rationalitate umana

In fata superinteligentei, omul se confrunti cu o noud forma de rationalitate — rationalitatea tehnologi-
ca, orientata catre eficientd, predictie si control. Aceasta opereaza pe baza unei logici matematice, lipsite de
ambiguitate si afect, in care binele este echivalat cu performanta, iar adevirul cu exactitatea calculului. In
opozitie, rationalitatea umana rdmane una hermeneutica si axiologica, cautand sens, valori si intelesuri care
depasesc simpla functionalitate.

Martin Heidegger avertiza inca din 1954 asupra pericolului ca tehnologia sa devina un mod dominant de
revelare a lumii, reducand existenta la un ,,stoc de resurse”. In aceasta viziune, omul riscd si fie absorbit de
propria creatie, pierzandu-si statutul de subiect al reflectiei. Superinteligenta devine astfel nu doar o uneal-
td, c1 un mod de gandire autonom, care ameninta sd substituie deliberarea umand cu un proces decizional
automatizat.

In plan moral, conflictul dintre cele doui rationalititi se traduce printr-o dilemi a sensului: daca algo-
ritmul poate decide mai rapid si mai exact, mai are omul un rol in definirea binelui? Filosofia nu ofera ras-
punsuri definitive, dar propune o reevaluare a libertatii. Spre deosebire de libertatea algoritmica — bazata
pe determinismul datelor — libertatea umana presupune indeterminare, responsabilitate si capacitatea de
a alege intre alternative morale.

Totodata, rationalitatea tehnologica nu poate inlocui dimensiunea eticd a intentiei. Dupa cum arata
Immanuel Kant, moralitatea nu se fundamenteaza pe consecinte, ci pe motivatia interioard, pe respectul
fata de legea morala. Algoritmul, lipsit de intentionalitate, poate mima comportamente morale, dar nu poate
fi un agent moral autentic.

Prin urmare, filosofia devine spatiul de mediere intre aceste doua rationalitati. Ea nu respinge tehnolo-
gia, ci o intelege critic, integrand-o intr-un cadru valoric. Solutia nu este opozitia, ci co-evolutia: un dialog
continuu Intre ratiunea umand, orientatad spre sens, si ratiunea tehnologica, orientatd spre eficienta.

Numai prin aceasta echilibrare, omul 1si poate pastra demnitatea ontologica si rolul de creator constient,
nu de simplu executant al algoritmilor pe care i-a conceput.

CONCLUZII

Superinteligenta reprezinta una dintre cele mai profunde provocari ale epocii digitale, situdndu-se la
intersectia dintre tehnologie, moralitate si comunicare. Algoritmii nu mai sunt simpli instrumente; ei devin
actori activi In constructia realitatii informationale si in formarea perceptiilor sociale. Aceasta transformare
genereazad oportunitati imense, dar si riscuri semnificative, in special in ceea ce priveste responsabilitatea
morald si autonomia umana.

Articolul a evidentiat ca, in fata superinteligentei, omul trebuie sa rdmana gardianul valorilor si al sen-
sului, asumandu-si responsabilitatea pentru modul in care tehnologia este conceputd, implementata si uti-
lizata. Filosofia si etica devin instrumente indispensabile, oferind cadrul reflexiv necesar pentru a evalua
consecintele deciziilor automatizate si pentru a integra progresul tehnologic in raport cu binele comun.

Impactul superinteligentei asupra comunicarii si spatiului informational subliniaza importanta educatiei
digitale critice, care sa permitd individului sa navigheze constient si responsabil in mediul informational.
Numai prin constientizarea mecanismelor algoritmice, prin gandire critica si reflectie eticd, omul poate
mentine controlul asupra propriului destin si asupra valorilor fundamentale ale societatii.
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In final, dilemele morale ale superinteligentei ne amintesc ca tehnologia nu poate substitui constiinta,
discernamantul sau judecata morald. Omul, nu algoritmul, ramane autorul si judecétorul sensului, iar viito-
rul digital poate fi etic si responsabil numai daca ratiunea umana continua sa fie sursa deciziilor morale si a
valorilor care ghideaza civilizatia.
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