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În acest articol 1 sunt de�nite câteva tipuri de jocuri informaţional extinse de n juc¼atori, adic¼a jocuri în
care juc¼atorii aleg strategiile sale simultan, cu presupunerea c¼a ei posed¼a informaţie despre strategiile pe care
le vor alege adversarii [1]. Pentru toate tipurile de jocuri informaţional extinse care sunt de�nite se presupune
c¼a funçtiile de utilitate reprezint¼a cunoştinţele comune. Pentru aceste jocuri informaţional extinse se analizeaz¼a
muļtimile situaţiilor Nash de echilibru şi sunt determinate condi̧tiile su�ciente de existenţ¼a a situaţiilor Nash de
echilibru. Rezultatul esenţial al acestui articol este teorema despre condi̧tiile de extindere a muļtimilor situaţiilor
Nash de echilibru în baza extinderii informatiz¼arii juc¼atorilor.

1 Preliminary facts

We consider the noncooperative game denoted by � = hI;Xi;Hii ; where I = f1; 2; :::; ng represents
the set of players, Xi (i 2 I) represents the set of strategies for the player i and Hi :

Q
i2I
Xi ! R; (i 2 I)

is the payo¤ function for the the player i.
Usually, in the noncooperative games, the players are interested to keep their chosen strategy. The

participants of the game can know the sets of strategies of other players and their payo¤ functions.
For the informational extended games it is signi�cant that the players can say which is the chosen
strategy, or some players can obtain the chosen strategies of other players in their manner [2].

We will de�ne some informational extended games for the game � in which we will consider that
some players have some information about the chosen strategies of other players.

We de�ne the game 1� for which we will consider that only the �rst player has information about
chosen strategies of all players. We will de�ne this game by 1� =



I;X1; Xj (j 2 I; j 6= 1) ; H i

�
i = 1; n

��
;

where X1 =

(
' :

Q
j2I;j 6=1

Xj ! X1

)
is the set of strategies for the �rst player and the payo¤ functions

are de�ned by: H i : X1 �
Q

j2I;j 6=1
Xj ! R;

�
i = 1; n

�
:

Next we will de�ne another informational extend game which will be denoted by n�. For the game
n� we will consider that all players are informed about chosen strategies of all participants of the
game. This informational extend game can be represented by:

n� =


I;Xi;

�
i = 1; n

�
; H i

�
i = 1; n

��
; where Xi =

(
'i :

Q
j2I;j 6=i

Xj ! Xi

)
; for (8i 2 I) and the

payo¤ functions are H i :
Q
j2I
Xj ! R; for (8i 2 I) :

We will denote by ij� the game in which we will consider that the player i has information about
the chosen strategy of the player j: We de�ne this informational extended game by
i
j� =



I;Xi; Xk (k 2 I; k 6= i) ; Hp

�
p = 1; n

��
; where Xi = f'i : Xj ! Xig ;

and Hp : Xi �
Q

k2I;k 6=i
Xk ! R;

�
p = 1; n

�
:

A generalization of the previous game is the game iJ�; for which we will consider that the player i
is informed about the chosen strategies of the players from the subset J of the players set I:
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We de�ne the game iJ� =


I;Xi; Xk (k 2 I; k 6= i) ; Hp

�
p = 1; n

��
; where

Xi =

(
'i :

Q
j2J

Xj ! Xi

)
and Hp : Xi �

Q
k2I;k 6=i

Xk ! R;
�
p = 1; n

�
:

The game iI� is a particular case of the informational extended game
i
J�, for which we will consider

that the set J is the set of all participants (J = I), and the player i is informed about the chosen
strategies of the all players of the game.

Next we will de�ne the game
J
n� =



I;Xj; (j 2 J � I) ; Xk (k 2 InJ) ; Hp

�
p = 1; n

��
; in which we will consider that some players

(from the subset J � I) are informed about the chosen strategies of the all players of the game, here

the new sets of strategies are Xj =

(
'j :

Q
k2Infjg

Xk ! Xj

)
; (j 2 J) and the payo¤ functions are

Hp :
Q
j2J

Xj �
Q

k2InJ
Xk ! R;

�
p = 1; n

�
:

An outcome for the game � is an action pro�le x = (x1; x2; :::; xn) and the outcome space is
X =

Q
i2I
Xi; x 2 X; we will consider that the payo¤ functions Hi (x1; x2; :::; xn) for the game � are

continuous and are de�ned on the compactum X.
For the informational extended games 1� and n� we will make some notations and assumptions

for the new strategies of the players, corresponding to their information about the chosen strategies.
For the informational extended game 1� we will denote an outcome by (' (x2; :::; xn) ; x2; :::; xn) ;the

outcome space will be X1 �
Q

j2I;j 6=1
Xj and the payo¤ functions Hi (' (x2; :::; xn) ; x2; :::; xn) (i 2 I;

i 6= 1) which are concave on the set Xi; and the function H1 is concave on the set X1; where

X1 � C

 Q
j2I;j 6=1

Xj ; X1

!
; and C

 Q
j2I;j 6=1

Xj ; X1

!
represents the space of all continuous functions

de�ned on the compactum
Q

j2I;j 6=1
Xj with values from the compactum X1: Evidently, the functions

Hi (�) are continuous functions as composed functions of continuous functions.
For the informational extended game n� we will make next notations: an outcome for this game will

be denoted by ' = ('1 (x (1)) ; :::; 'i (x (i)) ; :::; 'n (x (n))) and the outcome space is
Q
i2I
Xi; whereXi �

C

 Q
j2I;j 6=i

Xj ; Xi

!
; (8i 2 I) and C

 Q
j2I;j 6=i

Xj ; Xi

!
represents the space of all continuous functions

de�ned on the compactum
Q

j2I;j 6=i
Xj with values from the compactum Xi:

For the game n� we will make the next notations for the strategies of the players:
'1 (x (1)) = '1 (x2; :::; xn) ; '2 (x (2)) = '2 (x1; x3; :::; xn) ; :::
'i (x (i)) = 'i (x1; :::; xi�1; xi+1; :::; xn) ; :::; 'n (x (n)) = 'n (x1; :::; xn�1) :
Here and later we will use the notation x�i = x (i) = (x1; :::; xi�1; xi+1; :::; xn) :

De�nition 1. A Nash equilibrium of the game � is an action pro�le x� 2 X such that for every i 2 I :

Hi(x
�) > Hi

�
x��i; xi

�
for all xi 2 Xi:

Another and sometimes a more convenient way of de�ning Nash equilibrium is via best response
correspondences Bri : �

j2Infig
Xj � Xi such that

Bri(x�i) =
�
xi 2 Xi : Hi(x) > Hi

�
x�i; x

0
i

�
for 8x0i 2 Xi

	
: (*)

De�nition 2. A Nash equilibrium is an action pro�le x� such that x�i 2 Bri(x��i) for all i 2 I:
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If the sets Xi are compacts and the functions Hi are continuous, then the best response set (*) for
the player i can be represented by:

Bri(x�i) = Arg max
xi2Xi

Hi (x�i; xi) :

We will denote by NE (�) the set of all Nash equilibria for the game �:
The Nash equilibrium is a solution concept of a game involving two or more players, in which each

player is assumed to know the equilibrium strategies of the other players, and no player has anything
to gain by changing only his or her own strategy (i.e., by changing unilaterally). If each player has
chosen a strategy and no player can bene�t by changing his or her strategy while the other players keep
theirs unchanged, then the current set of strategy choices and the corresponding payo¤s constitute a
Nash equilibrium.

We can prove that the Nash equilibria sets for all informational extended games de�ned here are
nonempty sets. For proof we can use the Kakutani �xed point theorem for point-to-set mappings (for
proof see [3] for the informational extended games with two players).

In the next section we will prove a theorem for the inclusion of the Nash equilibria sets for the
informational extended games.

Before giving this theorem we need to recall some theorems.
Theorem (Kakutani). (1941). Let X be a Banach space and K a non-empty, compact and

convex subset of X Let F : K � 2K be a point-to-set mapping on K with a closed graph and the
property that the set F (x) is non-empty and convex for all x 2 K. Then F has a �xed point.

Theorem (Arzelà-Ascoli). (Compactness criterion). A set of continuous functions E � C(K)
is compact if and and only if the set E is uniformly bounded: ( jx(t)j � M; 8t 2 K, for 8x 2 E)
and the functions from the set E are equicontinuous (i.e. for 8"; 9� so that if �(t1; t2) < � then
jx(t1)� jx(t2)j < " for 8x 2 E).

Theorem (Tihonov). A product of a family of compact topological spaces X =
Q
�2A

X� is compact.

2 Main results

Now we will state our base theorem. This theorem gives the conditions for the inclusion of the Nash
equilibria sets for the informational extended games with n players de�ne above.

Theorem. Let us consider that for the game n� the next conditions hold:
1) the sets Xi 6= ;; (8i 2 I) are compact of Banach spaces;

2) the sets of functions Xi � C

 Q
j2I;j 6=i

Xj ; Xi

!
; (8i 2 I) are uniformly bounded and the

functions from the sets Xi are equicontinuous;
3) the payo¤ functions Hi (�) ; (8i 2 I) are continuous on the compactum

Q
i2I
Xi; and the func-

tions Hi (�) ; (8i 2 I) are concave on Xi for 8' (i) ; respectively.
Then the next relation NE (�) � NE (n�) 6= ; holds.
Proof.
The set of Nash equilibria for the game n� is a nonempty set NE (n�) 6= ;: For proof we can apply

de Kakutani �xed point theorem for point-to-set mappings.
We denote by X =

Q
i2I
Xi the outcome space for the game n�: According to Arzelà-Ascoli theorem,

the sets Xi; (8i 2 I) are compact and according to Tihonov theorem the space X is compact too.
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We will denote by ' = ('1; :::; 'i; :::; 'n) 2
Q
i2I
Xi an outcome for the game n�; where '1 (x2; :::; xn) 2

X1; :::; 'i (x1; :::; xi�1; xi+1; :::; xn) 2 Xi; ...,
'n (x1; :::; xn�1) 2 Xn:

We will use the notation ' (i) =
�
'1; '2; :::; 'i�1; 'i+1; :::; 'n

�
2 X (i) =

Q
j2Infig

Xj :

Since the functions Hi (�) ;
�
i = 1; n

�
for the game � are continuous on the compactum

Q
i2I
Xi

(from the third condition of the theorem) and because the functions 'i 2 Xi are continuous on the
compactum

Q
j2I;j 6=i

Xj ; then it follows that the functions H i; i = 1; n are continuous on the compactumQ
i2I
Xi as composed functions of continuous functions H i (') = Hi (' (x)).

We de�ne the point-to-set mapping B : X � 2X , such that
B(') = (B1('�1); B2('�2); :::; Bn('�n)); where Bi('�i); (i 2 I) represents the best response set for
the player i for the chosen strategies of all players j 2 In fig.

Because the sets Xi; (i 2 I) are compacts and H i; for i = 1; n are continuous functions, then
according to Weierstrass theorem we can write:

Bi('�i) = Arg max
'i2Xi

H i('1; '2; :::; 'n);

i.e.:

Bi('�i) =

(
'i 2 Xi : H i('1; '2; :::; 'n) = max

'0i2Xi

H i('1; '2; :::; '
0
2; :::; 'n)

)
;
�
i = 1; n

�
:

In order to use the Kakutani theorem we need to prove that:
1) X =

Q
i2I
Xi 6= ; is non-empty convex compact set;

2) for the point-to-set mapping B : X � 2X the next conditions hold:
a) for 8'i 2 Xi;

�
i = 1; n

�
the set B(') 6= ; is a convex subset of X;

b) the point-to-set mapping B is closed.
(For complete proof see [3] for the informational extended game with two players).
According to Kakutani theorem there is a �xed point for the point-to-set mapping B : X � 2X .

Let '� = ('�1; '
�
2; :::; '

�
n) 2 X be a �xed point for the point-to-set mapping B; i.e. ('�1; '

�
2; :::; '

�
n) 2

B('�1; '
�
2; :::; '

�
n) =

Q
i2I
Bi('�i); so the relation

H i('
�
1; :::; '

�
i ; :::; '

�
n) = max

'i2Xi

H i('
�
1; :::; 'i; :::; '

�
n) holds for all i = 1; n; thus by de�nition of the Nash

equilibrium it follows that H i ('
�
1; :::; '

�
i ; :::; '

�
n) 2 NE(n�) 6= ;.

Next we will prove that the inclusion NE (�) � NE (n�) holds.

The functions 'i from the sets Xi � C
 Q
j2I;j 6=i

Xj ; Xi

!
are de�ned on the compactum

Q
j2I;j 6=i

Xj

and their values are from the sets Xi (for i = 1; n).
The problem sup

'i2Xi

Hi ('
�
1; :::; 'i; :::; '

�
n) is an optimization problem, and its arguments are elements

from the compactum Xi (for i = 1; n).
On the other hand the solution of this problem will be an element from Xi; because

'i (x1; :::; xi�1; xi+1; :::; xn) = x
0
i 2 Xi; (8i 2 I) (according to the de�nition of the sets Xi). Thus the

solution of the problem sup
'i2Xi

Hi ('
�
1; :::; 'i; :::; '

�
n) ;�

i = 1; n
�
will be an element from X, for which the functions

Hi ('1 (x (1)) ; :::; 'i (x (i)) ; :::; 'n (x (n))) ; (8i 2 I) will have the maximum values.
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Let us consider the element x� 2 NE (�) :
According to the de�nition of the Nash equilibrium it follows that for 8i 2 I the relation:
Hi (x

�) = Hi (x�1; x
�
2; :::; x

�
n) = sup

xi2Xi
Hi (xi; x

� (i)) =

= sup
'i2Xi

H i ('
�
1; :::; 'i; :::; '

�
n) = H i ('

� (x�))

holds, then it follows that '� (x�) 2 NE (n�) :
Thus if x� 2 NE (�) ; then '� (x�) 2 NE (n�) ; so the inclusion NE (�) � NE (n�) holds:�
From this theorem it follows the next corollary.
Corollary. We consider that for the informational extended games n� and 1� the conditions 1)-3)

(from the previous theorem) hold. Then the relation

NE (�) � NE (1�) � NE (n�)
holds.

In a similar manner we can prove the next.
Corollary.We consider that for all informational extended games de�ned above the conditions 1)-

3) (from the previous theorem) hold. Then for those informational extended games the next relation

NE (�) � NE
�
i
j�
�
� ::: � NE

�
i
J�
�
� ::: � NE

�
J
n�
�
� ::: � NE (n�)

holds.
If some players have information about the chosen strategies of other players then their sets of

strategies will be sets of functions de�ned on the product of the strategies sets of those players whose
strategies are known; for the rest of players (which do not know the chosen strategies of other players)
the sets of strategies will be the same sets from the initial game �: Thus, we can de�ne many infor-
mational extended games for which the outcomes will contain the strategies xj 2 Xj (for the players
j 2 J � I which do not know the chosen strategies of other players), and the strategies 'k 2 Xk (for
the players k 2 InJ which know the chosen strategies of other players).

Thus, if some players are informed about the chosen strategies of other players, then the Nash
equilibria sets for any informational extended game will be more than for the initial game.

So if more players are informed, then the informational extended game will have many Nash
equilibria and it is possible that for some Nash equilibria some players will have the best payo¤.

Thus, our aim is to indicate the importance of the information for all make-decision problems and
for con�ict problem solving. These models can be used in several situations in various social domains,
i.e. economy, management and political theory.
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