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DEEPFAKE-UL CU CONTINUT SEXUAL iN REPUBLICA MOLDOVA:
PROVOCARI SOCIALE SI SOLUTII JURIDICE
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Dezvoltarea rapida a tehnologiilor informationale si a inteligentei artificiale a adus numeroase beneficii in viata
cotidiana. Cu toate acestea, respectivele tehnologii pot fi utilizate pentru a crea informatii cu caracter sexual ex-
trem de realiste, fara consimtaméantul persoanelor implicate. Erodarea distinctiei dintre adevar si fals prin utilizarea
infractionala a tehnologiilor poate avea consecinte devastatoare asupra intimitatii si imaginii personale. Victimele
pot suferi stigmatizare sociald si traume psihologice. Este important sa identificam solutii juridico-penale eficiente
pentru a proteja viata privatd impotriva fenomenului ,,deepfake”. Legislatia ar trebui sa includd masuri clare pentru
prevenirea si combaterea acestuia, iar constientizarea publicului privind riscurile i impactul negativ trebuie sporita.
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SEXUAL CONTENT DEEPFAKE IN THE REPUBLIC OF MOLDOVA:

SOCIAL CHALLENGES AND LEGAL SOLUTIONS

The rapid development of information technologies and artificial intelligence has brought numerous benefits
to everyday life. However, these technologies can be used to create extremely realistic sexual content without the
consent of the individuals involved. The erosion of the distinction between truth and falsehood through the criminal
use of technologies can have devastating consequences on privacy and personal image. Victims may suffer social
stigmatization and psychological trauma. It is important to identify effective legal solutions to protect privacy against
the “deepfake” phenomenon. Legislation should include clear measures for preventing and combating this issue, and
public awareness of the risks and negative impact must be increased.

Keywords: deepfake; falsification,; artificial intelligence,; privacy; intimate image, sexual content; consent.

Introducere

In cadrul acestui articol ne vom concentra nu asupra intregului spectru de utilizare a tehnologiei dee-
pfake in scopuri infractionale. In mod evident, o astfel de provocare ambitioasa necesiti mai mult decat
un singur studiu stiintific. Deoarece ne limiteaza rigorile cu privire la volumul lucrarii de fata, ne vom axa
exclusiv pe implicatiile juridico-penale ale deepfake-ului cu continut sexual.

De asemenea, precizam ca prezenta investigatie are ca obiect ipoteza in care victima este adulta. Cat
priveste victima minora, este de mentionat cd, intr-un proiect de lege in proces de examinare, se propune
ca, in art. 1323 CP RM, prin ,,material privind abuzul sexual asupra minorului” sa se inteleaga, printre
altele: ,,[...] b) orice material care prezinta vizual orice persoana care pare a fi un minor implicat intr-un
comportament sexual explicit, real sau simulat, sau orice prezentare a organelor sexuale ale unei persoa-
ne care pare a fi un minor, in special in scop sexual; ¢) imagini realiste ale unui minor implicat Intr-un
comportament sexual explicit sau imagini realiste ale organelor sexuale ale unui minor, in special in scop
sexual” [1]. In acelasi proiect se sugereazi revizuirea art. 208' CP RM, care ar urma si prevada raspun-
derea pentru circulatia materialelor privind abuzul sexual asupra minorului. In eventualitatea in care
proiectul analizat va fi adoptat, art. 208' CP RM va putea fi aplicat in cazul raspandirii unui deepfake cu
continut pornografic, in care este reprezentat un minor.

Cat priveste raspandirea unui deepfake cu continut sexual in care este reprezentat un adult, pornim de
la ipoteza ca solutiile lipsesc atat in legea penald in vigoare, cat si in proiectele de lege aflate in examinare.
Aceeasi constatare este valabila cu referire la raspandirea unui deepfake cu continut sexual (care nu are Insa
un caracter pornografic) in care este reprezentat un minor.

137



STUDIA UNIVERSITATIS MOLDAVIAE
Revista stiintifica a Universtitatii de Stat din Moldova, 2025, nr. 3(183)

Scopul nostru este sa dezvoltam o solutie eficientd pentru a acoperi aceste goluri.

Rezultate obtinute si discutii

Pentru a identifica o asemenea solutie, este necesar mai intai sa intelegem ce inseamna ,,deepfake”.

In doctrina de specialitate sunt formulate definitii mai mult sau mai putin asemanatoare: ,,Notiunea
,deepfake” provine din ,,deep learning”, care este o subcategorie a inteligentei artificiale, si ,,fake,” de-
oarece videoclipurile sunt neautentice” [2] (M. Kristen); ,,Deepfake sunt produse ce folosesc tehnici de
invatare automata pentru a crea continuturi audio, imagini, videoclipuri, textuale sau create in timp real/in
direct, care sunt modificate sau complet sintetice” [3] (M.-P. Sandoval, M. de Almeida Vau, J. Solaas si L.
Rodrigues); ,,Deepfake sunt proces care implicd schimbarea fetei unei persoane cu fata unei persoane tinta
intr-un video, facand ca fata sa exprime emotii similare cu cele ale persoanei tinta si sa actioneze ca si cum
persoana tinta ar spune cuvintele care au fost, de fapt, spuse de o alta persoana” [4] (B.U. Mahmud si A.
Sharmin); ,,Deepfake-ul este o forma avansata de manipulare digitald a continutului media, care implica
utilizarea tehnologiilor de invatare automata (i.e. inteligenta artificiald) si de generare a imaginilor pentru
a crea materiale audio, foto sau video false, care par autentice si credibile. Termenul de deepfake reuneste
notiunea de ,,deep learning” (invétarea profunda) si ,,fake” (falsul), reflectand insasi complexitatea naturii
sale sofisticate” [5] (R. Bradu si N. Céadariu); ,,Deepfake este un produs sintetic, conceput si realizat cu aju-
torul sistemelor inteligente ce contine valente de deep learning (invatare profundd) si continut fake (fals).
Deepfake-ul este o tehnologie bazata pe algoritmii IA (aici si in continuare — inteligentei artificiale — V.S. si
C.C.), cu scopul de a modifica continutul original, autentic, generand produse audio sau video asemanatoa-
re, pe care individul le crede adevarate” [6] (L. Tugarev) etc.

Definitiile notiunii ,,deepfake” pot avea, de asemenea, un caracter normativ sau cvasinormativ. Astfel,
de exemplu, in conformitate cu Proiectul de Lege privind utilizarea responsabild a tehnologiei in contex-
tul fenomenului deepfake (care a fost votat de Senatul Romaniei, dar care incd nu a fost votat de Camera
Deputatilor din Romania), prin ,,deepfake” se intelege ,,orice continut falsificat de tip imagine, audio si/sau
video realizat, de reguld, cu ajutorul inteligentei artificiale, a realitatii virtuale (RV), a realitatii augmentate
(AR) sau altor mijloace, astfel incat s creeze aparenta ca o persoanad a spus sau a facut lucruri, pentru care
nu si-a dat consimtamantul, care in realitate nu au fost spuse sau facute de acea persoana.” [7] Pct. 60 art.
3 din Regulamentul Uniunii Europene privind inteligenta artificiald prevede: ,,«deepfake» inseamna o ima-
gine ori un continut audio sau video generat sau manipulat de A care prezintd o asemanare cu persoane,
obiecte, locuri sau alte entitdti ori evenimente existente si care ar crea unei persoane impresia falsa ca este
autentic sau adevarat”. [8] Potrivit sect. 37E 1/2 din Codul penal al statului Massachusetts, ,,deepfake” con-
stituie ,,inregistrarea audiovizuala falsa, care a fost creatd sau modificatd astfel incat un spectator rezonabil
sd o perceapa ca pe o inregistrare autentica a discursului sau a comportamentului real al unei persoane” [9].
In cele din urma, nota la alin. (2) art. 474.17A din Codul penal al Australiei contine urmatoarea definitie a
notiunii ,,deepfake”: ,,imagini, videoclipuri sau fisiere audio 1n care este prezentatd o persoana si care au
fost editate sau create in intregime prin folosirea de tehnologie digitald (inclusiv inteligentd artificiald),
generand o reprezentare realista, dar falsa, a persoanei” [10].

Din analiza tuturor acestor definitii, se poate deduce ca deepfake-ul este o tehnologie de manipulare di-
gitald care genereaza sau modificd continut (text, imagine, sunet) pentru a crea iluzia ca o persoana a spus
sau a facut ceva fard consimtamantul ei, fiind perceput eronat ca o inregistrare autentica.

Cu certitudine, deepfake-ul reprezintd un fenomen controversat. Divergentele de opinii, implicatiile mora-
le si etice, impactul social, informatiile incomplete, influentele culturale si interesele economice sau politice
contribuie la aceastd controversa. In opinia lui E. Ji, ,.deepfake-urile, ca orice tehnologie noud, sunt o sabie
cu doua tisuri; ele au potentialul de a aduce beneficii societitii si de a provoca daune ireversibile” [11]. In
aceeasi cheie se exprima Ch. Okolie: ,,Tehnologia deepfake este doar un instrument, iar ca majoritatea in-
strumentelor, etica utilizarii sale va depinde de cine 1l foloseste” [12]. Subscriem la aceste puncte de vedere
si consideram important sa analizadm contextul in care sunt create si raspandite deepfake-urile. Deepfake-
urile pentru divertisment nu ar trebui tratate la fel ca cele folosite pentru dezinformare sau manipulare.
Problema deepfake-urilor este legata de dreptul la libertatea de exprimare si utilizarea lor n scopuri sati-
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rice, comice, dezbateri sociale si critica factorilor de decizie. O interdictie totald asupra deepfake-urilor ar
afecta negativ interesele personale si sociale, conducand la migrarea fortei de munca calificate, la stagnare
stiintificd si tehnologica si la pierderi de venituri din impozite. Prin urmare, stabilirea unor reglementari
care sd abordeze utilizarea deepfake-urilor trebuie sa fie fundamentata social si juridic. Este de o importanta
capitald sd se giseasca un echilibru intre protejarea libertatii de exprimare si prevenirea utilizarii abuzive a
respectivei tehnologii. In acest sens, una dintre solutii ar putea fi stabilirea unui mecanism de marcaj obli-
gatoriu pentru materialele create cu ajutorul tehnologiei deepfake.

Spre ilustrare, in Romania, in Propunerea legislativa privind interzicerea utilizarii malitioase a tehnolo-
giei si limitarea fenomenului deepfake, se mentioneaza: ,,Realizarea, difuzarea si stocarea pe internet sau in
mass-media de continut tip imagini sau Inregistrari audio-video, concepute cu ajutorul tehnologiei A sau
RV (adica a realitdtii virtuale — n.a.) si create astfel incat sa produca aparenta ca o persoand a spus sau a
facut lucruri pe care acea persoana in realitate nu le-a rostit, respectiv nu le-a facut, sunt interzise in situatia
in care nu sunt insotite de o notificare vizibila, pastrata pe cel putin 10% din suprafata expunerii si pe toata
durata difuzarii respectivului continut™ [13] (art. 2); ,,Anuntul de tip avertisment care va fi plasat vizibil, pe
cel putin 10% din suprafata de expunere si pe intreaga derulare a continutului de tip deepfake [...] realizat
si difuzat strict in scopul promovari unor produse sau servicii va avea urmatorul continut ,,Acest material
contine ipostaze imaginare” [13] (art. 3); ,,Incilcarea dispozitiilor art. 2 constituie infractiune si se pedep-
seste cu amenda penala sau inchisoare de la 6 luni la 2 ani” [13] (art. 4).

In alin. (2) art. 4 al Proiectului de Lege a Romaniei privind utilizarea responsabila a tehnologiei in con-
textul fenomenului deepfake, se propune ca o astfel de fapta s fie sanctionatd contraventional: ,,Incilcarea
dispozitiilor art. 3, daca nu au fost savarsite in astfel de conditii Incat, potrivit legii penale, sa fie considerate
infractiuni, constituie contraventie si se sanctioneaza cu amenda de la 10 000 lei la 100 000 lei” [7].

In aceeasi directie, consemnam ci alin. (4) art. 50 din Regulamentul Uniunii Europene privind inteligenta
artificiala prevede: ,,Implementatorii unui sistem de A, care genereaza sau manipuleaza imagini, continuturi
audio sau video care constituie deepfake-uri, dezvaluie faptul ca respectivul continut a fost generat sau ma-
nipulat artificial” [8].

Aplicarea unui marcaj de catre autorul si/sau distribuitorul materialului trebuie sd excluda raspunderea
acestora. Mentionarea clara cd un continut este deepfake ar crea un mediu digital mai transparent si ar in-
curaja utilizatorii sa analizeze critic informatiile. Pericolul social vine din utilizarea deepfake-urilor fara
a indica metoda de obtinere. Prin urmare, legea trebuie sa stabileasca raspunderea pentru nerespectarea
informarii privind natura generativa a acestora.

In consecinti, recomandiam completarea Codului contraventional cu art. 345':

. Articolul 345'. Incdlcarea regulilor privind raspandirea materialelor audio si/sau video generate ori
modificate cu ajutorul tehnologiilor informationale.

Raspandirea materialelor audio si / sau video generate ori modificate cu ajutorul tehnologiilor
informationale, daca aceste materiale nu sunt insotite fie de un anunt verbal clar formulat care identifica
materialul ca avand elemente audio generate sau modificate cu ajutorul tehnologiilor informationale (in
cazul materialelor audio), fie de un marcaj scris care nu este obscurat, care contine un text clar citibil,
care apare in partea de jos a imaginii pe toata durata prezentarii materialului, identificandu-l ca avand
elemente video generate ori modificate cu ajutorul tehnologiilor informationale (in cazul materialelor vi-
deo), fie de un anunt verbal clar formulat si de un marcaj scris care nu este obscurat, care contine un text
clar citibil, care apare in partea de jos a imaginii pe toata durata prezentarii materialului, identificandu-1
ca avand elemente audio si video generate ori modificate cu ajutorul tehnologiilor informationale (in cazul
materialelor audiovideo), daca fapta nu constituie infractiune, se sanctioneaza cu amenda de la 120 la 240
de unitati conventionale aplicata persoanei fizice, cu amenda de la 180 la 300 de unitati conventionale
aplicata persoanei juridice si/sau cu privarea de dreptul de a desfasura anumite activitati pe un termen de
la 3 luni la un an”.

Deloc intdmplator, In aceastd recomandare de lege ferenda am preluat modelul din alin. (2) art. 4 al Pro-
iectului de Lege a Romaniei privind utilizarea responsabila a tehnologiei in contextul fenomenului deepfa-
ke, n care este folosita formularea ,,daca nu au fost sdvarsite in astfel de conditii incat, potrivit legii penale,
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sa fie considerate infractiuni”. [7] Or, sanctionarea contraventionald este suficientd doar 1n ipoteza in care
incalcarea regulilor privind rdspandirea materialelor audio si/sau video, care au fost generate ori modificate
cu ajutorul tehnologiilor informationale, nu aduce atingere vietii intime, familiale sau private a persoanei
vizate in acele materiale.! Daca sunt afectate asemenea valori sociale, se impune interventia legii penale.

Riscul de afectare a vietii intime, familiale sau private este mai semnificativ in cazul in care sunt raspan-
dite materiale cu continut sexual care implicd imagini ale unor persoane reale.

In 2017, cercetitorii de la NVIDIA au revolutionat manipularea fotografiilor digitale prin retele neurona-
le generative, iar Tn urma acestei inovatii, un videoclip pornografic fals cu o actrita israeliana a fost creat si
distribuit pe Reddit, marcand inceputul fenomenului deepfake. Aceasta tehnologie a dus la formarea rapida
a unei industrii dedicate productiei de continut personalizat bazat pe deepfake, evidentiind potentialele
implicatii etice si sociale ale acesteia.

Conform informatiilor prezentate de E. Wetz, ,,compania Al Deeptrace a gésit 15 000 de videoclipuri
deepfake in mediul online 1n septembrie 2019. Videoclipuri pornografice au fost 96% si 99% dintre fete au
fost ,,decupate” de la vedete feminine si plasate pe imagini cu actrite porno. Deoarece noile tehnici permit
oamenilor necalificati sd faca deepfake-uri cu doar cateva fotografii, este posibil ca videoclipurile false sa
se raspandeascd dincolo de lumea celebritatilor si sa alimenteze fenomenul de porno din razbunare” [14].
Potrivit celor relatate de Europol, ,,intr-un studiu din decembrie 2020, Sensity, o companie cu sediul in
Amsterdam care detecteaza si urmareste deepfake-urile online, a gasit 85 047 de videoclipuri deepfake pe
site-uri populare de streaming, numarul dublandu-se la fiecare 6 luni. Intr-un studiu anterior din septembrie
2019, Sensity a descoperit cd 96% dintre videoclipurile false implicau pornografie non-consensuala [...]. In
multe situatii, victimele deepfake-urilor pornografice sunt celebritati sau persoane publice de renume” [15].

Nici Republica Moldova nu a fost ocolitd de incélcarea vietii intime, familiale sau private prin inter-
mediul tehnologiei ,,deepfake”. Recent, In mass-media autohtona s-a relatat ca pe un canal de Telegram
,»este folosita inteligenta artificiala, ca sa fie create deepfake-uri pornografice” [16]. Utilizand inteligenta
artificiald, faptuitorii au modificat imaginile unor persoane pentru a crea un continut fals si pentru a expune
victimele la riscul de a fi supuse violentei.

In aceste conditii, obligarea celui, care rispandeste un deepfake cu continut sexual de a informa utiliza-
torii cu privire la caracterul neveridic al informatiei raspandite, nu ar constitui o solutie realmente disuasiva.
Daca deepfake-ul se referd la viata intima, familiala sau privata a persoanelor vizate in acel deepfake, atunci
devine obligatorie conditia referitoare la consimtamantul acelor persoane.? Or, conform alin. (2) art. 10 al
Legii nr. 64 din 23.04.2010 cu privire la libertatea de exprimare (in continuare — Legii nr. 64/2010), ,,dreptul
la respectul vietii private si de familie nu se extinde asupra informatiilor despre viata privata si de familie
raspandite cu acordul expres sau tacit al persoanei [...]”. [17] Per a contrario, raspandirea unor informatii
cu privire la viata privata si de familie a unei persoane, fara consimtamantul acesteia, constituie o incalcare
a dreptului la respectul vietii private si de familie. Violarea unui asemenea drept important (care este preva-
zut de art. 28 al Constitutiei Republicii Moldova, de art. 8 al Conventiei pentru apdrarea drepturilor omului
si a libertatilor fundamentale, de art. 7 din Carta drepturilor fundamentale a Uniunii Europene etc.) trebuie
sanctionata penal, nu contraventional.?

Imaginea si vocea unei persoane, precum si asemanarea unei persoane cu alta — toate acestea constituie

1. Potrivit art. 28 din Constitutia Republicii Moldova, ,,statul respecta si ocroteste viata intima, familiala si privata”.*

* Constitutia Republicii Moldova: nr. 1 din 29.07.1994. in: Monitorul Oficial al Republicii Moldova, 1994, nr. 1, 5.

2. Deeptake-ul cu continut sexual poate adopta trei forme: 1) suprapunerea fetei; 2) dezbracare; 3) sinteza. Prima forma presupune ca fata
unei persoane este plasatd pe fata unei alte persoane care este prezentata intr-un context sexual. A doua forma implica indepartarea imbraca-
mintei unei persoane care apare intr-o imagine sau intr-un videoclip. In fine, a treia forma presupune crearea unei imagini sau a unui videoclip
complet nou al unei persoane identificabile. De precizat ca, in cazul deepfake-ului cu suprapunerea fetei, victime trebuie considerate ambele
persoane reprezentate, nu doar persoana a carei fatd este vizibila.

3.In sustinerea acestei teze, consemnam ca Manifestul referitor la politica penala europeana stabileste, inter alia: ,,Doar atunci cand o lege
penala foloseste la protejarea unui anumit interes important, ea poate sd urmareasca un tel legitim si poate fi proportionald”.*

* A Manifesto on European Criminal Policy. [Accesat: 21.02.2025] Disponibil: https://www.zis-online.com/dat/artikel/2009_12 383.pdf
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extensii ale dreptului la respectul vietii private si de familie. Astfel, in corespundere cu alin. (1) art. 45 din
Codul civil, ,,daca prin lege nu se prevede altfel, in exercitarea dreptului la propria imagine, persoana poate
sa interzica ori sd Tmpiedice reproducerea, in orice mod, a infatisarii sale fizice ori a vocii sale sau, dupa
caz, utilizarea unei asemenea reproduceri [...]”. [ 18] Conform lit. h) art. 46 din Codul civil, ,,[...] pot fi con-
siderate ca atingeri aduse vietii private: [...] utilizarea, cu rea-credinta, a [...] imaginii, vocii sau asemanarii
cu o alta persoana” [18].

Dintr-o investigatie recentd, aflam ca ,,prin ,,deepfake in revenge porn” trebuie de inteles modificarea
de imagini sau de alte reprezentari fara consimtamantul persoanei reale care apare in astfel de reprezentari,
rezultand imagini sau alte reprezentdri cu caracter pornografic foarte realiste, desi false, in care persoana
respectivad face sau spune ceva ce nu a facut sau nu a spus de fapt” [19]. Pentru a vorbi despre informatia
cu caracter sexual, nu este obligatoriu ca aceasta sa reprezinte pornografie. Or, dreptul, care este prevazut
de art. 28 al Constitutiei Republicii Moldova, de art. 8 al Conventiei pentru apdrarea drepturilor omului si
a libertatilor fundamentale, de art. 7 din Carta drepturilor fundamentale a Uniunii Europene etc., trebuie
protejat penalmente impotriva raspandirii oricarui deepfake cu continut sexual. Asa cum sustine cu drept
cuvant C. Barsan, ,,din moment ce respectarea dreptului la viata privata semnifica posibilitatea pentru un
individ de a intretine relatii cu alte fiinte umane, in special in domeniul afectiv, pentru dezvoltarea si impli-
nirea propriei sale personalitdti, acesta include si viata sa sexuald.” [20, p. 610] Privitor la dreptul la imagi-
ne, acelasi autor afirma ca ,,aceastd componenta a vietii private are ca scop protejarea identitatii persoanei, a
sferei vietei sale intime, a relatiilor sale personale, a libertatii sexuale.” [20, p. 601] Asadar, orice deepfake
cu continut sexual poate compromite capacitatea victimei de a intretine relatii afective si de a-si dezvolta
personalitatea, afectdnd profund imaginea publica si privata a acesteia.

Situatia analizata ridica intrebari deloc neglijabile referitoare la echilibrul intre libertatea de exprimare si
dreptul la viata intima, familiald si privata. Desi libertatea de exprimare este esentiald pentru o societate de-
mocraticd, ea nu trebuie sa compromitad dreptul nu mai putin important la viata intima, familiala si privata.
Libertatea de exprimare nu include dreptul de a dezinforma si de a incalca drepturile altora. Aceasta liber-
tate nu este absoluta si poate fi restrictionata pentru a proteja drepturile altor persoane. Dreptul la viata pri-
vatd, inclusiv la viata sexuala privatd, implica respectul intimitatii si al deciziilor privitoare la viata sexuala.

Intr-un articol in care este analizat fenomenul ,,CarVertical 18+ Moldova”, T. Balan isi exprima speranta
ca ,,prevederile Codului penal [al Republicii Moldova] vor fi ameliorate, pentru a lupta eficient impotriva
[...] [rAspandirii] de continut fals prin inteligenta artificiala [...].” [21] Fiind pe aceeasi linie de gandire, con-
statdm ca in Republica Moldova lipseste un cadru reglementar care ar permite sanctionarea unei asemenea
fapte.

Este adevarat ca alin. (3) art. 177 CP RM prevede raspunderea pentru ,,raspandirea informatiei cu ca-
racter sexual, incluzadnd imagini si inregistrari cu continut sexual, inclusiv prin intermediul tehnologiilor
informationale, in scop de razbunare, urd, injosire sau lezare a onoarei si demnitatii persoanei [...]” [22].
Din interpretarea sistemica a alin. (1) si (3) art. 177 CP RM s-ar putea deduce ca informatia cu caracter
sexual constituie un exemplu de informatie care este ocrotita de lege, care se referd la viata personala a
victimei si care constituie secretul personal sau familial al acesteia.

Poate oare alin. (3) art. 177 CP RM sa fie aplicat pentru raspandirea informatiei cu caracter sexual care cu
buna stiintd nu corespunde realitatii, fara consimfdmantul persoanei care este vizata In aceasta informatie?
In opinia noastra, raspunsul afirmativ la aceasta intrebare ar genera riscul de a fi incélcata regula stabilita in
alin. (2) art. 3 CP RM.* Argumentele in sustinerea acestei teze le vom prezenta in cele ce urmeaza.

Astfel, in primul rand, in dispozitia de la alin. (3) art. 177 CP RM nu se face nicio mentiune privind fal-
sitatea informatiei cu caracter sexual pe care o raspandeste faptuitorul. Sub acest aspect, suntem de acord cu
N. C. Bularda, care, referindu-se la o ipoteza similara din Codul penal al Romaniei, mentioneaza: ,,Exista
practicieni ai dreptului care sustin ca pentru a intra in sfera tipicitatii, o imagine sau un videoclip trebuie sa
fie autentic / real, excluzandu-se simuldrile generate prin intermediul computerului. Aditional, In favoarea

4. Potrivit acestei norme, ,,interpretarea extensiva defavorabila si aplicarea prin analogie a legii penale sunt interzise.”*
* Codul penal al Republicii Moldova: nr. 985 din 18.04.2002. fn: Monitorul Oficial al Republicii Moldova, 2002, nr. 128-129, 1012.
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acestei ultime teze, s-a sustinut ca instantele trebuie sa evite analogiile Tn defavoarea inculpatului, in vede-
rea respectarii principiului nulla poena sine lege” [23].

In al doilea rand, in dispozitia de la alin. (3) art. 177 CP RM nu este folositi sintagma ,.,cu buna stiinta”.
Consideram indispensabila utilizarea unei asemenea sintagme. Aceasta intrucat nu intotdeauna o persoana
care raspandeste un deepfake cu continut sexual, dar care nu l-a creat, poate fi sigurd de (ne)veridicitatea
informatiei respective. Deepfake-ul este conceput pentru a induce in eroare persoanele care nu au dovezi
contrare. Astfel, utilizatorii, care nu au creat deepfake-ul, pot sa-1 raspandeasca fara a fi constienti ca este
un fals.

In al treilea rand, in dispozitia de la alin. (3) art. 177 CP RM nu gisim mentiunea privind lipsa de con-
simtamant al persoanei, care este vizata in informatia cu caracter sexual ce nu corespunde realitatii, ca o ast-
fel de informatie sa fie rdspanditd. Or, exprimarea unui atare consimtamant este, dupa cum s-a putut vedea
supra, importanta din perspectiva alin. (2) art. 10 al Legii nr. 64/2010 si a alin. (1) art. 45 din Codul civil
(in coroborare cu lit. h) art. 46 din Codul civil). Relevanta este anume lipsa de consimtdmant al victimei, nu
motivul sau scopul faptei savarsite impotriva acesteia. Formularea ,,in scop de razbunare, ura, injosire sau
lezare a onoarei si demnitatii persoanei” din alin. (3) art. 177 CP RM ar reduce nejustificat sfera de aplicare
a raspunderii pentru raspandirea informatiei cu caracter sexual care cu buna stiinta nu corespunde realitatii,
fara consimtzmantul persoanei care este vizati in aceasti informatie. In sprijinul ideii in cauza, reproducem
opinia lui P. Belloni: ,,Rdspandirea deepfake-ului [...] poate fi realizata pentru a dduna victimei sau unei per-
soane apropiate acesteia, cauzandu-le astfel o suferinta psihologica. [...] De asemenea, ar putea face parte
dintr-o strategie de subminare a increderii intr-o persoana publica. Un politician ar putea fi defaimat parand
implicat n activitati sexuale, iar o jurnalisti poate fi lipsita de credibilitatea ei. In concluzie, deepfake-urile
pot fi raspandite din mai multe motive, iar prejudicierea victimei este doar unul dintre ele” [24].

Pe aceasta cale, am demonstrat ca alin. (3) art. 177 CP RM nu poate fi aplicat pentru raspandirea
informatiei cu caracter sexual care cu bund stiintd nu corespunde realitatii, fard consimtamantul persoanei
care este vizatd in aceastd informatie. Ce putem propune pentru a suplini o astfel de lacuna?

In alin. (1) art. 5 al Directivei (UE) 2024/1385 a Parlamentului European si a Consiliului din 14 mai
2024 privind combaterea violentei impotriva femeilor si a violentei domestice (in continuare — Directivei
(UE) 2024/1385) se recomanda incriminarea distincta a faptei de partajare neconsensuald de materiale inti-
me veridice si a faptei de partajare neconsensuald de materiale intime manipulate.” Prevederea in cauza ar
putea servi ca model pentru amendamentele pe care le vom propune infra pentru art. 177 CP RM. Totusi,
consideram ca sunt necesare anumite ajustari:

1) in locul sintagmei ,,punerea la dispozitia publicului” (care este utilizata la lit. (a) alin. (1) art. 5 al Di-
rectivei (UE) 2024/1385)), in varianta amendata a art. 177 CP RM ar trebui s fie folosita sintagma ,,raspan-
direa informatiei”. Or, notiunea de raspandire a informatiei este definita in art. 2 al Legii nr. 64/2010: ,,ras-
pandire a informatiei — proces de transmitere a informatiei catre alte persoane (cel pufin catre o persoana,
exceptand persoana lezata)” [17]. Privita prin prisma acestei definitii, sintagma ,,rdspandirea informatiei”
ar fi clara si previzibila. Ceea ce nu se poate afirma despre sintagma ,,punerea la dispozitia publicului” (care
este utilizata la lit. (a) alin. (1) art. 5 al Directivei (UE) 2024/1385)).

Un alt argument decurge din pct. (18) din preambulul la Directiva (UE) 2024/1385, care prevede: ,,Ter-
menii ,,la dispozitia publicului” si ,,accesibil publicului” ar trebui sa fie intelesi ca referindu-se la posibili-

5. Acest articol prevede: ,,Statele membre se asigura ca urmatoarele fapte comise cu intentie sunt pedepsite ca infractiuni: (a) punerea la
dispozitia publicului, prin intermediul tehnologiilor informatiei si comunicatiilor (TIC), de imagini, inregistrari video sau materiale similare
care prezinta activitati sexuale explicite sau parti intime ale unei persoane, fard consimtaimantul persoanei respective, daca un astfel de com-
portament este de naturd sa cauzeze prejudicii grave persoanei respective; (b) producerea, manipularea sau modificarea si, ulterior, punerea
la dispozitia publicului, prin intermediul TIC, de imagini, de inregistrari video sau de materiale similare, facand s para ca si cum o persoand
practica activitati sexuale explicite, fard consimtamantul respectivei persoane, daca un astfel de comportament este de natura sa cauzeze pre-
judicii grave respectivei persoane; [...]."*

*Directiva (UE) 2024/1385 a Parlamentului European si a Consiliului din 14 mai 2024 privind combaterea violentei Impotriva femeilor si
a violentei domestice. [Accesat: 21.02.2025] Disponibil: https://eur-lex.europa.eu/legal-content/RO/TXT/PDF/?uri=0J:L_ 202401385
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tatea de a ajunge la un anumit numar de persoane. Acesti termeni ar trebui sa fie interpretati si aplicati
avand in vedere circumstantele relevante, inclusiv tehnologia utilizatd pentru asigurarea accesului la
materiale” [25]. Consideram aceastd explicatie susceptibila de interpretari divergente. Or, nu este clar ce
inseamna ,,un anumit numar de persoane” [25];

2) in varianta amendata a art. 177 CP RM nu ar trebui incriminata producerea, manipularea sau modi-
ficarea (asa cum se prevede la lit. (b) alin. (1) art. 5 al Directivei (UE) 2024/1385)) informatiei cu caracter
sexual care cu buna stiintd nu corespunde realitdtii si care nu urmareste scopul de raspandire a respectivei
informatii. Or, 0 asemenea fapta nu prezinta un grad suficient de pericol social. Aceasta intrucat informatia
respectiva este produsa, manipulatd sau modificata exclusiv pentru uzul privat al faptuitorului, fara a impli-
ca vreo forma de abuz.

Cat priveste producerea, manipularea sau modificarea informatiei cu caracter sexual, care cu buna stiinta
nu corespunde realitatii, In scop de raspandire, aceasta constituie pregatirea de raspandire a respectivei
informatii. Deci, in dispozitia de incriminare ar fi suficientd mentionarea doar a raspandirii;

3) in varianta amendata a art. 177 CP RM nu ar trebui utilizata formularea ,,prin intermediul tehnologii-
lor informatiei si comunicatiilor (TIC)” (care este utilizata la lit. (a) si (b) alin. (1) art. 5 al Directivei (UE)
2024/1385)).

In acest context, considerdim mai reusit modelul oferit de art. 226-8 din Codul penal al Frantei®. De buni
seama, nu este relevant mijlocul de raspandire a informatiei cu caracter sexual, care cu buna stiinta nu cores-
punde realitétii. Conteaza cu adevarat doar aceea ca informatia In cauza este raspandita fara consimtamantul
persoanei vizate in ea;

4) in locul sintagmei ,,de imagini, de inregistrari video sau de materiale similare, care prezinta activitati
sexuale explicite sau parti intime ale unei persoane” (care este utilizata la lit. (a) si (b) alin. (1) art. 5 al
Directivei (UE) 2024/1385)), in varianta amendata a art. 177 CP RM ar trebui sa fie folosita sintagma ,,a
imaginii intime”.

Avand ca paradigma alin. (2?) art. 226 din Codul penal al Romaniei’, propunem completarea Codului
penal al Republicii Moldova cu articolul 1322?¢ | Imagine intima”, care ar avea urmatorul continut: ,,Prin
imagine intimd, 1n sensul art. 177, se intelege orice reproducere, indiferent de suport, a imaginii unei
persoane nude, care isi expune total sau partial organele genitale, anusul sau zona pubiana sau, in cazul
femeilor, si sanii, ori care este implicata intr-un act sexual sau intr-o actiune cu caracter sexual”. In acest
mod, terminologia din acest articol proiectat ar fi acordata cu cea din art. 1322, 171-175 CP RM, in care
complementare sunt nu sintagmele ,,raport sexual” si ,,act sexual”, ci expresiile ,,act sexual” si ,,actiune
cu caracter sexual”;

5) in varianta amendata a art. 177 CP RM nu ar trebui sd se recurga la formularea ,,daca un astfel de
comportament este de natura sa cauzeze prejudicii grave persoanei respective” (care este utilizata la lit. (a)
si (b) alin. (1) art. 5 al Directivei (UE) 2024/1385)).

Pct. (18) din preambulul la Directiva (UE) 2024/1385 prevede: ,,[...] [P]entru a stabili doar norme mini-
me pentru cele mai grave forme de violenta cibernetica, infractiunile relevante definite in prezenta directiva
se limiteaza la conduita care este susceptibild sa cauzeze vatamari grave sau prejudicii psihologice grave
victimei sau la un comportament care ar putea face ca victima s se teama serios pentru propria sa siguranta
sau pentru cea a persoanelor aflate in Intretinere |[...]. Prezenta directiva stabileste un cadru juridic minim

6. in aceastd norma se stabileste: ,.[...] Fapta de a aduce la cunostinta publicului sau a unui tert, prin orice mijloace (evid. ns.), continut
vizual sau audio generat prin prelucrare algoritmica si reprezentand imaginea sau cuvintele unei persoane, fard consimtamantul acesteia, este
considerata infractiune la care se face referire in prezentul alineat si se pedepseste cu aceleasi pedepse, daca nu rezultd in mod clar ca este un
continut generat algoritmic sau daca acesta nu este mentionat in mod expres. [...]"*

* Code pénal. [Accesat: 21.02.2025] Disponibil: https://www.legifrance.gouv.fr/codes/article 1c/LEGIARTI000006417938

7. Aceasta norma prevede: ,,Prin imagine intima se intelege orice reproducere, indiferent de suport, a imaginii unei persoane nude, care isi
expune total sau partial organele genitale, anusul sau zona pubiana sau, in cazul femeilor, si sanii, ori care este implicata intr-un raport sexual
sau act sexual.”*

* Codul penal al Romaniei: nr. 286 din 17.07.2009. in: Monitorul Oficial al Romaniei, 2009, nr. 510.
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in aceasta privinta, iar statele membre sunt libere sa adopte sau sa mentind norme penale mai stricte”
[25]. Consideram pertinentd ultima propozitie din aceasta prevedere. Un alt argument se contine in
proiectul care a stat la baza Legii nr. 136 din 06.06.2024 pentru modificarea unor acte normative: ,,Sin-
tagma ,,urmari grave” [este] regasitd in peste 60 de texte ale Codului penal. Prin Hotararea nr. 22 din
1 octombrie 2018, Curtea Constitutionald a declarat neconstitutional art. 328 alin. (3) lit. d) din Codul
penal al Republicii Moldova, retindnd cd nu existd niciun text normativ care sd defineascd notiunea
de ,,urmadri grave”, iar legea nu stabileste niciun criteriu material care sa cuantifice gravitatea acestei
urmari prejudiciabile. Printr-o adresa anexata Hotararii nr. 22 din 1 octombrie 2018, Curtea a semnalat
Parlamentului ca notiunea de ,,urmari grave” se regdseste in mai multe articole ale Codului penal si a
recomandat modificarea normelor penale in discutie, in conformitate cu principiul legalitatii incrimi-
narii. Astfel, se impune necesitatea eliminarii acesteia in vederea asigurarii claritdtii si previzibilitatii
textului de lege” [26].

Avand in vedere aceste considerente, se poate sustine ca formularea ,,daca un astfel de comportament
este de naturd sd cauzeze prejudicii grave persoanei respective” (care este utilizata la lit. (a) si (b) alin. (1)
art. 5 al Directivei (UE) 2024/1385)) nu corespunde exigentei de asigurare a claritatii si previzibilitatii tex-
tului de lege penala.

In concluzie, dupa prezentarea celor cinci argumente, venim cu propunerea de lege ferenda de a modifica
si a completa art. 177 CP RM dupa cum urmeaza:

. [...] (3) Raspandirea unei imagini intime fara consimgamantul persoanei care este vizatda in aceastd
imagine,

se pedepseste cu amenda in marime de la 550 la 850 unitati conventionale sau cu munca neremuneratd
in folosul comunitatii de la 180 la 240 de ore, sau cu inchisoare de panda la 2 ani.

(4) Raspandirea informatiilor prevazute la alin. (1) sau (3), daca acestea cu buna stiinta nu corespund
realitatii, fara consimtamantul persoanei care este vizata in astfel de informatii,

se pedepseste cu amenda in marime de la 750 la 1000 unitati conventionale sau cu inchisoare de pana
la 3 ani”.

Asa cum se poate vedea, nu am folosit termenul ,,deepfake” in recomandarile noastre de lege ferenda.

Un astfel de termen este utilizat, de exemplu, in pct. (19) din preambulul la Directiva (UE) 2024/1385:
»|...] Infractiunea ar trebui sd includa [...] producerea, manipularea sau modificarea neconsensuald a mate-
rialelor [...]. O astfel de producere, manipulare sau modificare ar trebui sa includa fabricarea de productii
,deepfake”, in cazul carora materialele par a prezenta in mod veridic o persoana, obiecte, locuri, alte entitati
sau evenimente care existd, prezintd activitatile sexuale ale unei persoane si par pentru ceilalti autentice sau
veridice” [25].

in campul normativ al Republicii Moldova, termenul ,,deepfake” este folosit, de pilda, intr-o Decizie
a Consiliului Audiovizualului. [27] Pe de alta parte, spre exemplu, in art. 4.10 din Codul deontologic
al jurnalistului din Republica Moldova se mentioneaza: ,Imaginile trebuie sa reprezinte realitatea cu
acuratete. Procesarea electronicd nu trebuie folositd pentru a crea o impresie falsd asupra persoanelor si
evenimentelor. Fac exceptie colajele, care trebuie marcate ca atare” [28]. Nu este gresit sa afirmam c4,
in aceastd prevedere, imaginile procesate electronic (cu exceptia colajelor marcate ca atare), care sunt
folosite pentru a crea o impresie falsa asupra persoanelor si evenimentelor, pot sd reprezinte, printre al-
tele, un deepfake.

Nu am folosit termenul ,,deepfake” in recomandarile noastre de lege ferenda, intrucat: 1) interpretarea
derea penald; 2) deepfake nu este singurul instrument care poate invalida veridicitatea unor fapte.® Esenta
tehnologiei ,,deepfake” si a altor asemenea instrumente este fie de a prezenta fapte inexistente, fie de a
distorsiona pana la falsitate fapte reale. Am considerat important sd subliniem tocmai aceasta particula-
ritate esentiald atunci cand am folosit sintagma ,,nu corespund realitatii” in dispozitiile proiectate ale art.
177 CP RM.

8. Instrumente cu caracteristici similare sunt: realitatea virtuald; realitatea augmentata; photoshop; cheap fake etc.
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Concluzii

Deepfake-ul este o tehnologie de manipulare digitala care genereaza sau modifica continut (text, imagi-
ne, sunet) pentru a crea iluzia ca o persoana a spus sau a facut ceva fara consimtdmantul ei, fiind perceput
eronat ca o Inregistrare autentica. O interdictie totald asupra utilizarii deepfake-urilor ar avea un impact ne-
gativ asupra intereselor personale si sociale, deci reglementarile corespunzatoare trebuie sa fie fundamenta-
te social si juridic. Legislatia ar trebui, dupa caz, sa limiteze sau sa interzica raspandirea deepfake-urilor. Ca
solutie, se recomanda completarea Codului contraventional cu o norma care sd prevada raspunderea pentru
incdlcarea regulilor privind raspandirea materialelor audio si/sau video generate ori modificate cu ajutorul
tehnologiilor informationale. In cazul deepfake-urilor care afecteazi viata intima, familiald sau privata (in
special al celor care au un continut sexual), consimtdmantul persoanelor vizate reprezinta o conditie care nu
trebuie si presupuni compromisuri. In consecinti, rispandirea neconsensuala a unor astfel de deepfake-uri
ar trebui incriminata.
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